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Viruses, Worms, Trojans, Rootkits

can be classified into several categories, depending
on propagation and concealment
Propagation
: human-assisted propagation (e.g., open email attachment)

: automatic propagation without human assistance

Concealment
: modifies operating system to hide its existence

: provides desirable functionality but hides malicious operation

Various types of payloads, ranging from annoyance to crime



Insider Attacks

* An insider attack is a security breach that is
caused or facilitated by someone who is a part
of the very organization that controls or builds
the asset that should be protected.

* In the case of malware, an insider attack refers
to a security hole that is created in a software
system by one of its programmers.



Backdoors

A backdoor, which is also sometimes called a
trapdoor, is a hidden feature or command in a
program that allows a user to perform actions he
or she would not normally be allowed to do.

When used in a normal way, this program
performs completely as expected and advertised.

But if the hidden feature is activated, the program
does something unexpected, often in violation of
security policies, such as performing a privilege
escalation.

Benign example: Easter Eggs in DVDs and software



Logic Bombs

* Alogic bomb is a program that performs a malicious action as
a result of a certain logic condition.

* The classic example of a logic bomb is a programmer coding
up the software for the payroll system who puts in code that
makes the program crash should it ever process two
consecutive payrolls without paying him.

* Another classic example combines a logic bomb with a
backdoor, where a programmer puts in a logic bomb that will
crash the program on a certain date.




The Omega Engineering Logic Bomb

e An example of a logic bomb that was actually
triggered and caused damage is one that
programmer Tim Lloyd was convicted of using
on his former employer, Omega Engineering
Corporation. On July 31, 1996, a logic bomb
was triggered on the server for Omega
Engineering’s manufacturing operations,
which ultimately cost the company millions of
dollars in damages and led to it laying off
many of its employees.



Defenses against Insider Attacks

Avoid single points of failure.

Use code walk-throughs.

Use archiving and reporting tools.
Limit authority and permissions.

Physically secure critical systems.
Monitor employee behavior.
Control software installations.



Computer Viruses

e A computer virus is computer code that can
replicate itself by modifying other files or

programs to insert code that is capable of further
replication.

* This self-replication property is what
distinguishes computer viruses from other kinds
of malware, such as logic bombs.

* Another distinguishing property of a virus is that
replication requires some type of user assistance,
such as clicking on an email attachment or
sharing a USB drive.



Biological Analogy

puter viruses share some properties
ygical viruses




Early History

® 1972 sci-fi novel “When HARLIE Was One” features a
program called VIRUS that reproduces itself

® First academic use of term virus by PhD student
in 1984, who credits advisor Len Adleman with
coining it
® [n 1982, high-school student Rich Skrenta wrote first
virus released in the wild: Elk Cloner, a boot sector
virus

® (c)Brain, by Basit and Amjood Farooq Alvi in 1986,
credited with being the first virus to infect PCs



Virus Phases

Dormant phase. During this phase, the virus just exists—
the virus is laying low and avoiding detection.

Propagation phase. During this phase, the virus is
replicating itself, infecting new files on new systems.

Triggering phase. In this phase, some logical condition
causes the virus to move from a dormant or propagation
phase to perform its intended action.

Action phase. In this phase, the virus performs the
malicious action that it was designed to perform, called
payload.
— This action could include something seemingly innocent, like
displaying a silly picture on a computer’s screen, or something

quite malicious, such as deleting all essential files on the hard
drive.
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Computer Worms

* A computer worm is a malware program that spreads
copies of itself without the need to inject itself in other
programs, and usually without human interaction.

* Thus, computer worms are technically not computer
viruses (since they don’t infect other programs), but
some people nevertheless confuse the terms, since
both spread by self-replication.

* |n most cases, a computer worm will carry a malicious
payload, such as deleting files or installing a backdoor.



Early History

® First worms built in the labs of John Shock and Jon
Hepps at Xerox PARC in the early 80s

® CHRISTMA EXEC written in REXX, released in
December 1987, and targeting IBM VM/CMS
systems was the first worm to use e-mail service

® The first internet worm was the i
written by Cornell student Robert Tappan Morris
and released on November 2, 1988



Worm Development

ldentify vulnerability still
unpatched

Write code for

Exploit of vulnerability
Generation of target list

* Random hosts on the internet

* Hosts on LAN

* Divide-and-conquer
Installation and execution of
payload
Querying/reporting if a host is
infected

Initial deployment on botnet

* Worm template
— Generate target list

— For each host on target list
* Check if infected
* Check if vulnerable
* Infect
* Recur

* Distributed graph search
algorithm
— Forward edges: infection

— Back edges: already infected or
not vulnerable



Worm Propagation

* Worms propagate by finding and infecting vulnerable hosts.
— They need a way to tell if a host is vulnerable
— They need a way to tell if a host is already infected.
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http://dx.doi.org/10.1109/TNET.2005.857113
http://dx.doi.org/10.1109/TNET.2005.857113

Propagation: Practice
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http://www.caida.org/publications/papers/2002/codered/
http://www.caida.org/publications/papers/2002/codered/
http://www.caida.org/publications/papers/2002/codered/
http://www.caida.org/publications/papers/2002/codered/
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Trojan Horses
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Current Trends
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Rootkits

* A rootkit modifies the operating system to hide its
existence

— E.g., modifies file system exploration utilities
— Hard to detect using software that relies on the OS itself

* RootkitRevealer
— By Bryce Cogswell and Mark Russinovich (Sysinternals)
— Two scans of file system
using the Windows API
using disk access methods
— Discrepancy reveals presence of rootkit

— Could be defeated by rootkit that intercepts and modifies
results of raw scan operations



Malware Zombies

* Malware can turn a computer in to a zombie, which is
a machine that is controlled externally to perform
malicious attacks, usually as a part of a botnet.
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Financial Impact

e often affects a large user .
. Economics

ant financial impact, though
es vary widely, up to S1008B
r (mi2g)

es

eBug (2000) caused $8.75B in
ages and shut down the
ish parliament e

1997 1999 2001 2003 2005



Economics of Malware
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Adware

e software payload Computer use
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Spyware

1. Spyware engine infects
a user’s computer.

—>

2. Spyware process collects
keystrokes, passwords,
and screen captures.

Spyware data collection agent

Computer user

3. Spyware process
periodically sends
collected data to
spyware data collection
agent.



Signatures: A Malware Countermeasure

e Scan compare the analyzed object with a database of
signatures
e A is a virus fingerprint

— E.g.,a string with a sequence of instructions specific for
each virus

— Different from a digital signature
 Afileisinfected if there is a signature inside its code
— Fast techniques to search for signatures

* All the signatures together create the malware
database that usually is proprietary



Signatures Database
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http://cme.mitre.org/data/list.html
http://cme.mitre.org/data/list.html

Online vs Offline Anti Virus Software

Free browser plug-in

Authentication through third
party certificate (i.e. VeriSign)

No shielding

Software and signatures update
at each scan

Poorly configurable
Scan needs internet connection

Report collected by the company
that offers the service

Paid annual subscription
Installed on the OS

Software distributed securely by
the vendor online or a retailer

System shielding

Scheduled software and
signatures updates

Easily configurable
Scan without internet connection

Report collected locally and may
be sent to vendor



Quarantine

A suspicious file can be isolated in a folder called

— E.g,. if the result of the heuristic analysis is positive and you are
waiting for db signatures update

The suspicious file is not deleted but made harmless: the user can
decide when to remove it or eventually restore for a false positive

— Interacting with a file in quarantine it is possible only through the
antivirus program

The file in quarantine is harmless because it is encrypted

Usually the quarantine technique is proprietary and the details are
kept secret



Static vs. Dynamic Analysis

Checks the code without trying to
execute it

Quick scan in white list

Filtering: scan with different antivirus
and check if they return same result
with different name

Weeding: remove the correct part of
files as junk to better identify the
virus

Code analysis: check binary code to
understand if it is an executable, e.g.,
PE

Disassembling: check if the byte code
shows something unusual

Check the execution of codes inside a
virtual sandbox

Monitor
— File changes
— Registry changes
— Processes and threads
— Networks ports



Virus Detection is Undecidable

Theoretical result by Fred * Suppose program

Cohen (1987) (P) determines
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Proof by contradiction
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Other Undecidable Detection Problems

Detection of a virus

— by its appearance

— by its behavior

Detection of an evolution of a known virus

Detection of a triggering mechanism
— by its appearance

— by its behavior

Detection of a virus detector

— by its appearance

— by its behavior

Detection of an evolution of

— a known virus

— a known triggering mechanism
— avirus detector
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omputer Virus Research and Defense by Pete




